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Abstract—Humans and animals are able to flexibly learn internal, cognitive maps of their environments and are able to use these maps to approach goals efficiently, reliably, and flexibly. Recent neuroscientific evidence suggests that such maps are formed in the hippocampus by means of interconnected place, view, and head direction cell encodings. This paper presents a neural learning architecture that develops an interconnected population code of place cells during random exploration. Connections develop dependent on the experienced sensorimotor contingencies. The learned spatial representation enables the agent to flexibly plan shortest paths to any goal location within the explored environment by means of dynamic programming. It approaches activated goal locations by means of closed loop control. While the algorithm currently relies on the Markov property, it is able to connect the network over radical sensory changes as long as they are close in sensorimotor distance. Moreover, the agent is able to flexibly adjust its behavior dependent on current constraints without further learning. This paper introduces the algorithm and evaluates its robustness and consequent behavioral flexibility.

I. INTRODUCTION

The ideomotor principle of cognitive psychology [1], [2], [3] suggests that we learn spatial representations and inverse control structures solely based on the observation of sensory-motor correlations during exploratory movements. Once suitable representations emerge, goal-oriented behavior becomes increasingly efficient. Given a current goal, those actions are executed that were previously associated with the goal representation. Tolman showed that animals can latently learn sophisticated cognitive maps, which represent the outline of an explored environment, such as a maze [4]. Cognitive maps allow the simulation of movements and thus the offline or online planning of goal-oriented behavior. Dependent on the representation of the cognitive map, its accuracy, and connectivity, it may be more or less suitable to reach goals in the environment.

While various immediate motor control approaches exist that realize the ideomotor principle (cf. [5]), few investigate the efficient learning of a neural cognitive map based on these principles. This paper introduces an algorithm, termed “time-growing neural gas” (TGNG), which is an unsupervised planning and control algorithm. TGNG latently learns a cognitive map and uses this map for the execution of efficient goal-directed behavior.

The hippocampus is well-known to be crucially involved in episodic memory formation and remembering of past episodes, places, people, etc. In animals (mainly rats), it has been shown that the hippocampus represents (among many other things) locations and orientations within the environment by means of place and head-direction cells, respectively [6]. Place cells have firing fields and are mainly active when the animal is located (or moves through) the respective fields. Head-direction cells encode the orientation of the animal in the maze environment, effectively providing compass information. Recent evidence suggests that place cells are also crucially involved in goal-directed planning, since they are necessary for the successful completion of spatial navigation tasks [7], have representational properties that indicate anticipatory encodings [8], show goal-dependent sharp-wave replays of behavior [9], and also exhibit goal-related firing properties [10].

The introduced TGNG grows a place cell representation of the explored environment according to the growing neural gas (GNG) algorithm [11], [12] based on successive sensory input. Different from GNG, neurons, which represent place cells, are connected dependent on the sequential firing of neurons. Due to this approach, connections between place cells do not depend on sensory proximity but rather on sensorimotor proximity, that is, the proximity of sensory inputs dependent on motor activity. Thus, TGNG develops a cognitive map that is represented as a graph in which an edge encodes the possibility to move from one node to the connected neighbor. In comparison with properties of the hippocampus, place cells are nodes in the graph and connections associate head-direction cell activity.

We show that the representation is very suitable to efficiently plan and execute goal-directed behavioral sequences, simply by activating goal states and propagating this activity through the graph by means of dynamic programming. We study the effects of parameters and noise on network size and goal-directed behavior. We also show that the representation is mostly independent of the sensory representation of the environment used, as long as the environment stays Markovian. Moreover, we show that the learned representation allows the flexible adjustment of behavior to novel constraints, such as preferred movements in a certain direction.

The article is structured as follows. We first give an overview over the architecture of TGNG. Next, we evaluate the general properties of the algorithm in various maze tasks.

Although, of course, there is no absolute encoding for e.g. North, but the orientation is relative to the landmark distribution in the space.
Furthermore, we show noise-robustness of the algorithm. Finally, we show that TGNG is able to flexibly adjust behavior due to additional behavioral task constraints without further learning. A final discussion concludes the paper.

II. ARCHITECTURE

Based on the Growing Neural Gas (GNG) architecture [12], the presented architecture simulates the learning of a cognitive map in two dimensional environments. To establish an interconnected network (nodes connected by edges) of place cells, which represent the cognitive map, a simulated robot randomly explores the environment for a certain amount of time (measured in steps of a predefined length). Should the robot reach an unmapped area of the environment, new nodes (place cells) are created and connected to the rest of the network. After every step, the robot’s movements in x- and y-direction (its motor vector) is stored in those edges best representing its trajectory. In every iteration an edge is updated by increasing its experience and updating the associated motor vector. Eventually, an evenly distributed network of nodes and edges evolves, of which the nodes represent place cells and the edges store the average motor vector applied when traversing the edge. Previous approaches have successfully shown that such a network has strong relations to biological neural networks and can be used to reach goals effectively [13], [14]. Here, we show that edges can be formed over time without the need for perceptual proximity, thus bridging perceptually distant locations while still allowing efficient planning and goal-directed behavior.

A. Growing Neural Gas

As shown by Fritzke [12], GNG can be used to learn important topological relations in a given set of input vectors by means of a simple Hebb-like learning rule. Enhancing and modifying Fritzke’s algorithm in several respects, the presented architecture is now able to learn a cognitive map of a complex environment by random exploration. Fritzke’s algorithm is shown in Fig. 1.

While GNG was designed for static clustering applications, our intention was to enhance the approach for the generation of cognitive maps that encode distances over time. Thus, connections should be time-dependent instead of sensor-dependent. This goal lead to the following modifications of GNG, creating the time-growing neural gas algorithm TGNG.

B. Time Growing Neural Gas

Several modifications lead to the TGNG algorithm: instead of sampling input signals at random (Step 2), our model uses a robot that explores the environment. The most significant difference can be found in Step 3: instead of using the Euclidean distance between the input signal and the existing nodes to determine two winning nodes, TGNG uses a combination of the Euclidean distance and the temporal relation between two input signals. The first winner (as Fritzke’s) is the node nearest to the current input signal. The second winner, however, is the node that used to be the nearest node in the previous iteration. Thus, two different input signals are used to identify the two winners for the next steps in the algorithm. This TGNG learns relations between perceptually distant locations in the maze that, nonetheless, can be traversed with a small number of steps.

Furthermore, to improve the quality of the generated network, we use a global error variable \( \epsilon \) (Step 5) that is used to determine the location and instant when a new node should be inserted. This closely relates to concepts introduced by Toussaint [14]. The global error variable \( \epsilon \) is updated every iteration reflecting the low-pass filtered current local error:

\[
\epsilon \leftarrow \epsilon + \delta (d - \epsilon),
\]

where \( d \) is the Euclidean distance to the nearest node in perceptual space and \( \delta \) is the leak in the low pass filter accounting for a logarithmically weighted recent error distribution. In case this accumulated global error exceeds a hard coded threshold \( \theta_b \), a new node gets inserted at the location of the current input signal and connected to the nearest node. In this way, it is possible to map the given maze in a far shorter time while preserving the network’s accuracy.

A final modification of Fritzke’s algorithm lies in optionally not only updating the edge between the two winner nodes (Step 7). Instead it is also possible to update all the edges that connect all those nodes that were in the vicinity of the robot before with all those that are in its vicinity after the robot moved.

Similar to storing direction estimates [14], our architecture stores motor vectors in the edges of the network that later can be used to plan to any given goal location within the representation. After every step, the robot’s current motor vector is stored in the edge between the two winning nodes (over time). Optionally, all edges representing the robot’s trajectory are updated. To determine these edges, two lists are created. All nodes in the lists are direct neighbors of the current winner node or the current winner node itself. The
first list contains all those nodes that were nearer to the input
signal at time t1 than at time t2. The second one consists of
all those nodes that were nearer to the input signal at time
t2 than at time t1. Thus, two sets of nodes are created of
which all connecting edges between nodes of the two sets
(and the possibly newly created edge between winners 1 and
2) are updated in their experiences and motor vectors using
the moyenne adaptive modifi é [15] technique:

\[
mv_{ij} \leftarrow \begin{cases} 
    \frac{\exp_{ij} \cdot mv_{ij} \cdot \text{frac}}{\exp_{ij} + \text{frac}} & \text{if } \exp_{ij} < 1/\beta_m \\
    mv_{ij} + \text{frac} \cdot \beta_m \cdot \text{frac} & \text{otherwise}
\end{cases},
\]

where \( \exp_{ij} \) denotes the number of update fractions the edge
connecting node \( i \) to node \( j \) has been updated, \( \text{frac} \) denotes
the update fraction for this edge, \( \text{mv} \) is the currently executed
motor vector, and \( \beta_m \) is the learning rate for the motor
vector update. This method ensures that an average motor
vector is generated as fast as possible. Later on, a moving
average is preferred to ensure continuous adaptivity. If only
the connection between the winning nodes is used, \( \text{frac} \)
equals one. However, if also neighboring node connections
are updated, then a full update is distributed over the edges
that are updated based on the extend the previous node’s
activity decreased and the current node’s activity increased.

As stated above, the intention to build this sensorimotor-
based cognitive map is to use it for efficient, goal-directed
behavior. To reach a given goal location, goal-originating
activity can be propagated backwards through the network
until the activity reaches the node that coincides the the
robot’s starting location. The activity propagates through
edges from nodes \( j \) to nodes \( i \) whose experience \( \exp_{ij} \) (the
direction pointing towards node \( j \)) is greater than 0. The
following equation specifies the activity propagation:

\[
a_i \leftarrow a_i + \beta_a \{ \max\{a_i(g), \gamma \max_{j \text{ with } \exp_{ij} > 0} a_j \} - a_i \},
\]

where \( a_i \) denotes the activation of a node \( i \), \( a_i(g) \) is its
associated goal significance, and \( \beta_a \) denotes the activity-
related propagation rate. Essentially, this corresponds to a
typical Q-learning and model-based reinforcement learning
approach [16].

Once the activation values saturate, propagation is stopped.
The resulting node activations represent their relation to the
goal node. The higher the activation in a node, the easier it is
to reach the goal from this node. Movement penalties can be
accounted for within the proposed equation either adjusting
the propagation rate \( \gamma \) based on the motor vector associated
with edge \( ij \) or by adding a fixed “effort” penalty dependent
on the executed motor vector.

Given a current activity distribution, the robot can walk to
a goal by activating the motor vectors that are associated with
edges that point towards higher activity nodes. Two ways are
contrast to determine the appropriate motor vectors: either,
only the edge to the highest activity node that emanates from
the currently active node (that is, the edge connecting to
the node with the highest activity) is selected and its motor
vector is used for the robot’s next step; or, a weighted average
over all motor vectors of those edges connecting to nodes
with a higher activation than the currently active one is used.
A node stays active as long as it is the nearest node to the
robot’s current position.

### III. EMPIRICAL EVALUATION

To evaluate TGNG, we tested the system on a simple
simulated robot platform in various maze environments. De-
pending on the mode of the experiment, the simulated robot
perceives either its absolute location in the maze \((x,y) \) rea-
valued coordinates) or eight distance measures surrounding
the robot equally spaced. Based on this sensation, the nodes
are created and controlled.

The maze environment consists of a number of square
blocks that are either defined passable or impassable for the
exploring robot. Exceptions are “teleporter” blocks. When
entered, these blocks teleport the robot immediately to the
respective counterpart block. Along the lines of Toussaint’s
work [14], the robot changes its current direction with a
probability of \( p = .2 \) and uses a predefined step length.

For the evaluations, we used three mazes\(^2\) (Fig. 2). All had
the same number and size of blocks. The first environment
was an empty room with no obstacles. The second one
was a complex maze without teleporters. The last maze
was identical to the second but with three pairs of teleporters
for maximum complexity. Every maze was randomly explored
and each experiment was repeated ten times with different
random number generator seeds.

---

\(^2\)The mazes were chosen arbitrarily. Other maze configurations should
generally only alter the outcome if the Markov property is violated.
Learning in the three tested maze environments confirms fast and accurate learning in the empty maze. Also in the more complex mazes near-accurate performance is reached reliably.

Successful behavior depends on the method with which motor vectors are associated with edges and how the associated motor vectors are used to control goal-oriented behavior.

### A. Learning Curves

Before delving into the details of the algorithm and its constraints, we evaluate the overall learning performance achievable with the general setup. Generally, learning progresses rapidly. Fig. 3 shows that in an empty maze after 10,000 learning iterations (i.e. steps of the robot) already more than 60 of the 72 goals are reached\(^3\)—albeit with a high standard deviation of \(\approx 20\%\). After 100,000 steps almost all of the 72 goal nodes are reached and the standard deviation drops to \(\approx 3\%\). The more complex mazes pose a slightly harder learning challenge. Nonetheless, nearly all goals are reached reliably and also the maze with teleporters can be learned efficiently.

### B. Parameter Dependencies

To determine which mode of storing and selecting the motor vectors is best for the robot’s performance, we tested several combinations of learning and goal-directed behavioral settings: For the routine that associates motor vectors with edges, we either associated only the winning edge or all trajectory-representing edges, as specified above (2). For selecting the motor vector for goal-directed behavior, we either executed only the motor vector associated with the best edge or generated a weighted average of the motor vectors linking to higher activated nodes).

Best performance was achieved when the activity-weighted average motor vector was used during goal-directed behavior and only the winning edge was considered during training. Fig. 4 compares the three settings: either only the best connection was updated and selected during goal-directed behavior, or the motor vector generation used the averaging, or also learning used the averaging for the motor vector updates. Results are only shown in the maze with teleporters since the differences in the other two mazes were even less pronounced. In the teleporter maze, slightly better performance is achieved when the motor vectors are averaged during goal-directed behavior but not during learning. This indicates that motor vector averaging during learning can yield disruptive performance when attempting to traverse a teleporter.

**Network Density:** Our architecture is able to adapt the density of the created network by means of a hard-coded threshold. A higher threshold implies a smaller number of nodes, thus leading to a runtime advantage. On the other hand, a low threshold leads to the creation of more nodes. Fig. 5 shows how performance depends on network density. Thresholds larger than .4 showed to decrease the success rates. However, even with very small thresholds TGNG was

---

\(^3\)Since we use arbitrary movements to explore an environment it takes the robot between 8,000 and 15,000 steps to visit every part of the maze at least once.
Fig. 6. Comparing performance with x,y sensors and distance sensors shows that the algorithm also works robustly in either case.

### TABLE I

<table>
<thead>
<tr>
<th></th>
<th>(x,y) sensors</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>nodes</td>
<td>edges</td>
<td>nodes</td>
<td>edges</td>
<td>nodes</td>
</tr>
<tr>
<td>θ_e</td>
<td>5</td>
<td>9</td>
<td>6</td>
<td>3</td>
<td>127</td>
</tr>
<tr>
<td>ϵ</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>9</td>
<td></td>
</tr>
</tbody>
</table>

able to generate a cognitive map appropriate for goal-directed behavior. This suggests that the grid needs to be fine enough. An overly fine network, however, only affects performance speed but not accuracy. Table I shows the resulting network densities after one million steps of learning. The number of rows and edges in the developing networks are highly dependent on the threshold θ_e. However, the ratio between nodes and edges stays nearly constant at around three.

### C. Distance Sensors

So far, all evaluations were based on an absolute location sensation, that is, the sensation of the coordinates of the robot’s current location. Clearly, such a sensation information is rather unrealistic for a cognitive system. Thus, we conducted the same evaluation with a sensory space of eight distance sensors, which encode the distance to the nearest wall in eight directions uniformly surrounding the robot. The only adjustment necessary to learn in this environment was to increase the threshold θ_e. If not stated differently, in the runs with distance sensations we set the threshold to 5.

Fig. 6 shows that the performance with distance sensors hardly differs from the one encoding the absolute robot location. In fact, with distance sensors, performance is slightly better than without distance sensors. This may be due to fact that the developing cognitive map in the encoding with distance sensors contains more nodes (1635 vs. 2616 in the maze without teleporters and 1586 vs. 2511 in the maze with teleporters). However, Fig. 7 shows that this performance is robust even with a threshold of 9 in the teleporter maze, in which the number of nodes and edges is smaller than in the case with x,y sensors and a threshold of .25 (cf. Table I). Thus, the better performance appears to be caused by the finer density of the network around corners and teleporters.

This second fact is due to the sensory property of distance sensors: at corners that point inside the maze, the distance sensors encounter large changes, consequently causing the generation of more nodes than at other locations in the maze.

### D. Paths and Movement Constraints

To illustrate how certain constraints can immediately affect behavior, we introduced a movement constraint. To do so, we distinguished movements in four directions (positive and negative x and y direction) and added a penalty to one of the directions. The penalty was used as a multiplicative decrease in the activity propagation (3) dependent on the percentage of movement in the penalized direction. For example, given that the motor vector associated with an edge encodes that 70% of the movement is taken in positive x direction when traversing this edge and that there is a penalty of .25 to move in positive x direction, then activity propagated through that edge is decreased by γ × (1 − .25) × .7 + .3 = .825 instead of γ only. Note that such a constraint can be added without any further learning effort. Due to the model-based behavioral approach, the system can thus adjust immediately to its current movement preferences.

We compared walked paths without and with constraints. In the mazes without teleporters, the constraints did not have any behavioral effect because the mazes do not allow alternative routes. However, in the maze with teleporters,
Fig. 8. When increasing the strength of the movement constraint, the robot takes increasingly long detours to minimize movements to the right. The paths taken became longer since the system prefers a longer path in negative x direction instead of the direct path in positive x direction. While in the unconstrained case approximately 35% of the walked paths was in positive x direction, with a constraint of .5, the movement decreased to 14%.

Fig. 8 compares the relative path lengths taken with different constraint strengths. Each path was compared to an approximate optimal distance deduced for the maze. It can be clearly seen that the approximate path length without constraints is slightly better than the approximate optimal path length\(^4\). However, when adding constraints, paths become longer because the system prefers more complex routes (detours) through teleporters (or not through teleporters) in order to avoid movements to the right.

**E. Noisy Sensations**

To further study the robustness of the algorithm, we also added independent Gaussian noise with a certain standard deviation to each sensory input. Fig. 9 shows that noise deviations below the threshold \(\theta = .4\) hardly affect performance. Larger thresholds, however, strongly increase the network size (953 nodes and 3846 edges with Gaussian noise of standard deviation .5) and lead to learning disruptions due to aliased perceptual inputs and unsuitable place cell locations and connections. A similar observation holds also for the case when distance sensory are employed (Fig. 10). Hereby, noise levels of deviation 3 still hardly affected performance. However, the number of nodes in the network increased significantly from 2617 nodes (8256 edges) with a noise of 1 to 3604 (13193) with a noise of 3. For values above 3, the number of nodes and edges increased so much so that a reasonable runtime below one hour per experiment was not achievable any longer.

**IV. SUMMARY AND CONCLUSIONS**

This paper has shown that a relatively simple algorithm, the time-growing neural gas (TGNG), can effectively and robustly learn cognitive maps of environments. The algorithm proved to be noise-robust and relatively parameter independent, while generating near-optimal paths to goals. Moreover, the algorithm can flexibly account for additional movement constraints, such as a movement direction preferences. Finally, behavioral success does not depend on any prior spatial knowledge of the environment nor any distance or directional knowledge. The only prior information used was a compass and the capability to move relative to the compass orientation. Thus, the information available to TGNG is comparable to the one available to the hippocampus, which encodes place cells and head direction cells. As presumably in the hippocampus, connectivity between place cells and the attachment of place cells to spatial areas happens on the fly during random exploration.

In comparison to Toussaint’s algorithm [14], which also learned cognitive maps in a maze environment, we showed that TGNG is able to build cognitive maps over time bridging gaps and strong changes in sensory input. This enables the formation of connections through teleporter gateways, which instantly moved the robot to a different location in the environment. Moreover, it enables the formation of maps with distance sensors, regardless of strong sudden changes of the distance sensor input.

In relation to previous robot platform application, Arleo and Gerstner [13] have build a similar hippocampal place cell model, which processes actual pre-processed visual input in multiple layers for the generation of place fields. However, connections between place cells were not encoded explicitly.

\[^4\]The approximate optimal path length was determined by considering movements from the center of one block to the center of any of the eight neighboring blocks. As well as movements through teleporters from neighboring blocks. Thus, this is an approximation that nonetheless serves well for the comparison of relative qualities of generated paths.
but were derived by the provision of path-integration cells, which provided allocentric spatial representations. To activate behavior, the authors learned an explicit state-action-value map, which prevents the fast adaptation to changed goal locations. TGNG does not require any direct allocentric information and state-action mappings are generated online by the employed activation propagation mechanisms, which is possible since a complete cognitive map is learned. Another related model is that of Cuperlier et al. [17]. While this model is able to bridge strong sensory changes by the formation of transition cells without any explicit allocentric information, it remains unclear how robust the employed algorithm works and how robust it is to noise. TGNG shows that the usage of transition cells is not necessary still yielding strong behavioral robustness also in the case of noisy sensory information.

While TGNG seems to be a promising algorithm for the autonomous learning of cognitive maps, several current challenges need to be addressed. First, the algorithm is mainly dependent on one parameter: the threshold $\theta_c$, which determines when a new node should be created. An interesting idea is to make the threshold dependent on the average change in sensory input during random movements. Second, the algorithm currently assumes that all sensory inputs are relevant for the place cell formation. Thus, behavioral relevance measures, grouping measures, and generalization capabilities need to be added to appropriately generalize the sensory input. Clearly, in the brain this occurs already mainly before sensory information reaches the hippocampus. Third, the algorithm relies on the Markov property. That is, sensory input needs to provide enough information to localize the agent in the environment and to be able to predict average action effects deterministically. Since this is not the case in general, internal state representations need to be added to distinguish different subspaces in the environment. Hierarchical reinforcement learning provides several approaches to develop such representations during random exploration [18], [19], [20]. Finally, the hippocampus re-uses place cells and re-connects place cells highly plastic in different environments [7]. Thus, cognitive maps should be flexibly reactivated, dependent on the sub-environment currently in. Neural gating techniques seem to be necessary to be able to re-activate different memory structures context-dependently.

Despite the various challenges ahead, this paper has shown that a simple self-organizing map algorithm can be employed to structure cognitive maps over time and that a simple association mechanism is sufficient to associate appropriate motor vectors. Thus, TGNG builds cognitive maps without any prior distance or other spatial information. Distances are derived by the encountered sensorimotor contingency alone. Future research will apply TGNG on a real robot platform and tackle the challenges discussed above combining the system with other interactive sensory and motor processing mechanisms.
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